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Assumption: symmetric ternary factors

Roughly speaking: 𝑄(𝐻𝑖) corresponds to self-attention 
scores and 𝑄 𝑍𝑖 corresponds to intermediate word 
embeddings in a transformer.

Single-channel update ≈ scaled dot-product attention
The only difference is that the diagonal of the tensor 
after softmax is zero in our model because the head of 
a word cannot be itself.

Multi-channel update ≈ multi-head attention
The main difference is that in our model, some of the 
weight tensors are tied.

The full computation graphs
Very similar with a few interesting differences: FF layer, 
residual connection, post layer norm, layer-wise 
parameter sharing.

Similarities to Transformers

• MLM: Masked Language 
Modeling (lower is better)

• POS: Part-of-Speech Tagging

• NER: Named Entity Recognition

• CLS: Classification

Probabilistic transformers have 
competitive performance with 
transformers.

Experiment Results
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TL;DR: We build a (non-neural) probabilistic syntactic model and find striking similarity 
between its computation graph and the transformer!

Why it matters:

Syntactic structures are no longer deemed essential by many in modern neural NLP. Our work 
shows that syntactic structures may still have an important role to play. We hope our work 
could:

• benefit the analysis and extension of transformers

• inspire future research of linguistically more principled neural models

• bridge the gap between traditional statistical NLP (incl. decades of syntax research) and 
modern neural NLP

The Conditional Random Field
Iteratively recompute marginal distribution 𝑄(⋅) of each 
variable

𝑍𝑖: a discrete variable, 
representing property of 
word 𝑖 in the input sentence

𝐻𝑖 ∈ {1,… , 𝑛}: index of the 
dependency head of word 𝑖

ℎ channels, allowing multiple 
dependency structures

Unary factor: compatibility 
of 𝑍𝑖 and word 𝑖

Ternary factor: compatibility between 𝑍𝑖 and 𝑍𝑗 if 

word 𝑗 is the dependency head of word 𝑖 (𝐻𝑖 = 𝑗)

Inference by Mean Field Variational Inference 

recompute 
𝑄(𝐻𝑖)

recompute 
𝑄(𝑍𝑖)

After a few iterations, 𝑄 𝑍𝑖 can be seen as a contextual 
representation of word 𝑖.

The computation is fully differentiable and can be seen as a 
graph neural network. Learning can be done by back-
propagation (e.g., using a MLM objective).


