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Task: Nested NER

Flat NER
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Previous work: PO-TreeCRF [Fu et al., 2021]

Constituency parsing
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Previous work: PO-TreeCRF [Fu et al., 2021]

Nested NER ⇋ Constituency parsing

• Reginold Bickford, a researcher at the university of California at San Diego
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Previous work: PO-TreeCRF [Fu et al., 2021]

Nested NER

• Reginold Bickford, a researcher at the university of California at San Diego

Formulation: constituency parsing with partially observed trees
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We Step Further: Lexicalization

Entity heads are important clues for entity recognition.
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Overview

• Formulate nested NER as latent lexicalized constituency parsing

• A two-stage parsing strategy
• Stage 1: identifying entity spans through parsing

• Stage 2: labeling entity types

• Training loss consists of 
• a structural tree loss computed by the masked inside algorithm

• a head regularization loss

• a head-aware labeling loss



Our formulation: lexicalized c-parsing

• l-tree = c-tree + lexicon labels
c-tree = constituency tree
d-tree = dependency tree
l-tree = lexicalized constituency tree



Our formulation: lexicalized c-parsing

• l-tree = c-tree + d-tree
c-tree = constituency tree
d-tree = dependency tree
l-tree = lexicalized constituency treeModeling both lexicalized spans and relations of heads



Our Parsing Strategy

• A modified two-stage strategy

• Stage 1: predict parse trees with True/False labels

• Stage 2: predict entity labels for constituents with label True



Parsing Strategy Comparison

• Ours vs. one-stage strategy

Ours:

One-stage:

Pros:
• Support multi-label

classification
• Decomposed 

representation for 
structure prediction 
and label prediction

• More parameters



Parsing Strategy Comparison

• Ours vs. previous two-stage strategy

Ours:

Previous two-stage:

Pros:
• Richer supervision at 

stage 1
• Avoid label imbalance 

at stage 2



Training Loss

• Training loss = 
Structural tree loss 𝐿𝑡𝑟𝑒𝑒

+ head regularization 𝐿𝑟𝑒𝑔
+ head-aware labeling loss 𝐿𝑙𝑎𝑏𝑒𝑙



Structural tree loss 𝐿𝑡𝑟𝑒𝑒

• Score of a l-tree is the sum of scores of spans and arcs.

𝑠 𝑙 = 𝑠 𝑐 + 𝑠 𝑑

• Structural tree loss

𝐿𝑡𝑟𝑒𝑒 = log 𝑍 − log෍

𝑙∈𝒯

exp 𝑠 𝑙

• 𝒯 is the set of trees containing observed entities

• 𝑍 is the partition function

• Use the masked inside algorithm for efficient computation of Σ𝑇 [Fu et al., 2021] 



Head Regularization Loss 𝐿𝑟𝑒𝑔

Entity heads are important clues for entity recognition.

• Reginold Bickford, a researcher at the university of California at San Diego
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Head Regularization Loss 𝐿𝑟𝑒𝑔

• Teach model the assumption that different entities have distinct head words.

• Decrease the score 𝑠(𝑙) if 𝑙 violates the assumption.

• Minimize the KL divergence of the two distributions.

The original distribution The modified distribution

A tree violates the assumption.
Its probability is decreased.

Probabilities of others are 
increased

…



Head-aware Labeling Loss 𝐿𝑙𝑎𝑏𝑒𝑙

• Predict labels for each span 𝑖, 𝑗 with head 𝑘

• But we don’t know the gold head

• Optimize the expected loss instead

𝐿𝑙𝑎𝑏𝑒𝑙 = ෍

𝑖,𝑗,𝑦 ∈𝑁

𝔼𝑘𝐿 𝑦, ො𝑦𝑖𝑗𝑘

• 𝑁 is the set of gold entities

• 𝐿 is some loss function (e.g., cross entropy)

• Side effect: also improve the accuracy of structure prediction



Datasets

• NNE contains lots of multi-type entities



Results



Analysis of structures



Conclusion

• We formulate nested NER as lexicalized constituency parsing, 
motivated by the close relationship between entity heads and entity 
recognition.

• We propose a modified two-stage parsing strategy, a head 
regularization loss and a head-aware labeling loss to improve 
performance.

• The experiments on four benchmarks validate the effectiveness and 
efficiency of our proposed method.
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