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Dependency Transformer Grammars (DTGs)

 Syntactic language models that jointly model parse trees and strings

 Autoregressively generate a transition/action sequence

 DTGs model transition sequences of transition-based dependency parsers

 Use Arc-standard transition systems

 Replace each SHIFT in Arc-standard with generating a new token



Arc-Standard Transition Systems



Constrained Attention Patterns

 Design two constrained attention patterns to simulate the stack in the parsing 

system

 STACK attention for gathering information in the stack and predicting a new 

transition

 COMPOSE attention for composing the information from a head-dependent pair 

and replace them with a composition in the stack



Attention Masks

 Construct attention masks for each pattern that force the stack information 

gathering and head-dependent representation learning 

 Duplicate the arc transition to perform both

COMPOSE and STACK
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Relative Positional Encoding

 Transformer-XL based positional encoding

 Using the relative depth in the stack for STACK attention. 

𝑅𝑖𝑗 = 𝑑 𝑖 − 𝑑(𝑗)

 Using 0 and -1 for head and dependent for COMPOSE attention. 

𝑅𝑖𝑗 ቊ
0 𝑖𝑓 𝒋 𝑖𝑠 𝑡ℎ𝑒 ℎ𝑒𝑎𝑑

−1 𝑖𝑓 𝒋 𝑖𝑠 𝑡ℎ𝑒 𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡



Arc Representation

 Each LA and RA is represented by a combination of the special 𝐿𝐸𝐹𝑇𝐴𝑅𝐶/
𝑅𝐼𝐺𝐻𝑇𝐴𝑅𝐶 token and the head token

𝐸 𝐿𝐴/𝑅𝐴 = 𝐸 𝐿𝐸𝐹𝑇𝐴𝑅𝐶/𝑅𝐼𝐺𝐻𝑇𝐴𝑅𝐶 + 𝐸(ℎ𝑒𝑎𝑑 𝑡𝑜𝑘𝑒𝑛)



Experiments

 Evaluate sentence-level perplexity and syntactic generalization

 Compare DTGs with Transformer LM 

baselines and constituency-based syntactic LMs 

 Compare Arc-standard system with other 

dependency transition systems for syntactic LM 

supervision

 Better syntactic generalization and comparable

perplexity !


